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CONSPECTUS: Over the past two decades, dye-sensitized
solar cells (DSSCs) have become a viable and relatively cheap
alternative to conventional crystalline silicon-based systems. At
the heart of a DSSC is a wide band gap semiconductor,
typically a TiO2 nanoparticle network, sensitized with a visible
light absorbing chromophore. Ru(II)-polypyridines are often
utilized as chromophores thanks to their chemical stability,
long-lived metal-to-ligand charge transfer (MLCT) excited
states, tunable redox potentials, and near perfect quantum
efficiency of interfacial electron transfer (IET) into TiO2. More
recently, coordination compounds based on first row transition
metals, such as Fe(II)-polypyridines, gained some attention as
potential sensitizers in DSSCs due to their low cost and
abundance. While such complexes can in principle sensitize TiO2, they do so very inefficiently since their photoactive MLCT
states undergo intersystem crossing (ISC) into low-lying metal-centered states on a subpicosecond time scale. Competition
between the ultrafast ISC events and IET upon initial excitation of Fe(II)-polypyridines is the main obstacle to their utilization in
DSSCs. Suitability of Fe(II)-polypyridines to serve as sensitizers could therefore be improved by adjusting relative rates of the
ISC and IET processes, with the goal of making the IET more competitive with ISC.
Our research program in computational inorganic chemistry utilizes a variety of tools based on density functional theory (DFT),
time-dependent density functional theory (TD-DFT) and quantum dynamics to investigate structure−property relationships in
Fe(II)-polypyridines, specifically focusing on their function as chromophores. One of the difficult problems is the accurate
determination of energy differences between electronic states with various spin multiplicities (i.e., 1A, 1,3MLCT, 3T, 5T) in the
ISC cascade. We have shown that DFT is capable of predicting the trends in the energy ordering of these electronic states in a set
of structurally related complexes with the help of appropriate benchmarks, based either on experimental data or higher-level ab
initio calculations.
Models based on TD-DFT and quantum dynamics approaches have proven very useful in understanding IET processes in
Fe(II)-polypyridine−TiO2 assemblies. For example, they helped us to elucidate the origin of “band selective” sensitization in the
[Fe(bpy-dca)2(CN)2]−TiO2 assembly (bpy-dca = 2,2′-bipyridine-4,4′-dicarboxylic acid), first observed by Ferrere and Gregg
[Ferrere, S.; Gregg, B. A. J. Am. Chem. Soc. 1998, 120, 843.]. They also shed light on the relationship between the linker group
that anchors Fe(II)-polypyridines onto the TiO2 surface and the speed of IET in Fe(II)-polypyridine−TiO2 assemblies.
More interestingly, our results show that the IET efficiency is strongly correlated with the amount of electron density on the
linker group and that one can obtain insights into the IET in dye−semiconductor assemblies based on ground state electronic
structure calculations alone. This may be useful for quick screening of a large number of complexes for use as potential sensitizers
in DSSCs, especially if followed up by TD-DFT and quantum dynamics simulations for selected target compounds to confirm
efficient sensitization. While our focus over the past few years has been exclusively on Fe(II)-polypyridines, the computational
strategies outlined in this Account are applicable to a wide variety of sensitizers.

1. INTRODUCTION

The Sun is an abundant source of energy capable of meeting all
our energy needs if properly harvested. However, efficient
capture, storage, and transport of energy from sunlight still
remain a challenge. Approaches to solar energy utilization
include the conversion of sunlight to electricity via dye-
sensitized solar cells (DSSCs)1 or to chemical fuels via

photocatalytic synthetic cells.2 These systems are often

designed around a single photoactive molecule (a chromo-

phore) or a molecular array anchored to a semiconductor. The

conversion of sunlight to electricity occurs via absorption of
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light by the chromophore, followed by the interfacial electron
transfer (IET) between the chromophore and semiconductor.3

Some of the most efficient photocatalysts and photo-
sensitizers are based on second or third row transition metals.
For example, Ru(II)-polypyridines have attracted a large
amount of attention as candidates for photoredox catalysts
and sensitizers in solar cells.4 They possess many properties
that make them ideal for this task: chemical stability, long-lived
ligand-centered excited-state lifetimes, and tunable redox
potentials. In contrast, the photochemical activity of com-
pounds based on first row transition metals is much more
difficult to control, due to the presence of a number of low-
lying metal-centered excited states of various spin multi-
plicities.5 Their stability is also of concern.6 At the same time,
because of their low cost and abundance, coordination
compounds based on first row transition metals lie at the
heart of many efforts to develop more sustainable photovoltaic
or artificial photosynthetic systems.6−8

Several first row transition metal complexes have been
investigated as potential photosensitizers, among them
coordination compounds of iron9 and copper.10 The first
successful studies of Fe(II)-based compounds as sensitizers in
DSSCs were performed by Ferrere and Gregg who showed that
the [Fe(bpy-dca)2(CN)2]−TiO2 system (bpy-dca = 2,2′-
bipyridine-4,4′-dicarboxylic acid) undergoes band-selective
IET from ultra-short-lived, initially excited, metal-to-ligand
charge transfer (MLCT) states.11 Later studies performed in
the same laboratory investigated the effects of solvent and
molecular anchoring groups on the photosensitization yields in
these complexes.9,12 Meyer et al. also studied the sensitization
of nanocrystalline TiO2 surfaces by [Fe(bpy)(CN)4]

2−

complexes attached to TiO2 via the CN− ligands.13 They
observed sensitization phenomena in these systems, both via
the direct excitation from the Fe d-orbitals into the Ti d-orbitals
and by indirect sensitization via IET from the MLCT localized
on the bpy ligand.
A common feature of all Fe(II)-polypyridine sensitized solar

cells is their low efficiency in comparison with Ru(II)-
polypyridine solar cells. This is due to the weaker ligand field
(i.e, smaller t2g−eg gap) of iron complexes in comparison with
the complexes of ruthenium. Therefore, in Fe(II)-polypyr-
idines, metal-centered (MC) ligand-field states lie lower in
energy than the lowest energy metal-to-ligand charge transfer
state. As a result, initially excited 1MLCT states of these
complexes undergo an ultrafast intersystem crossing (ISC) into
the lowest energy 5MC states. Much work in elucidating the
decay pathway from the initially excited 1MLCT states has been
done in the McCusker research group, who studied the ISC
phenomenon in the tren-based polypyridine model complexes
[Fe(tren(py)3)]

2+ and [Fe(tren(6-Me-py)3)]
2+.5,7,14,15 The

same process has been studied in some detail by Chergui and
co-workers,16 and more recently by Gaffney.17

Clearly, the competition between the ultrafast ISC event and
IET upon the initial excitation of Fe(II)-polypyridines
represents the main obstacle to their use as photosensitizers
in the assemblies for solar energy conversion. Therefore,
understanding various structural factors that influence the rates
of the ISC and IET is important for rational design of more
efficient Fe-based chromophores. Computational studies are
especially well suited for such investigations because they allow
one to evaluate the impact of systematic structural changes on
various photophysical properties. In this Account, we
summarize our computational efforts to employ density

functional theory (DFT) and quantum dynamics simulations
for systematic studies of ground and excited properties in these
complexes.

2. CASE STUDIES

2.1. DFT as a Tool for Calculations of Fe(II)-Polypyridine
Complexes

A prerequisite for successful computational studies of Fe(II)-
polypyridine complexes is availability of computational method-
ologies capable of describing different properties, such as
structure and absorption spectra. Fe-based compounds present
a challenge for theoretical chemistry due to their relatively large
size (∼50 or more atoms) and a number of energetically close
lying states of various multiplicities. Because of their size, they
are most amenable to DFT calculations. DFT has been proven
to be an accurate tool for predicting the equilibrium geometries
of these complexes,18 as well as their absorption spectra using
time-dependent DFT (TD-DFT) with hybrid functionals.19

Obtaining the correct ground state, however, represents a major
challenge for DFT since local functionals tend to favor the low-
spin states, while the hybrid functionals favor high-spin states.20

This behavior is directly related to the amount of exact
Hartree−Fock (HF) exchange admixture used in the hybrid
functionals (c1).

21−23 The errors in the determination of the
energy differences in high-spin and low-spin states (ΔEHS/LS)
can be very large and the ΔEHS/LS for a particular complex
calculated by various DFT functionals can vary by as much as
80 kcal/mol (see Figure 1).

There are at least two reasons why the ability to easily
determine ΔEHS/LS for Fe-based sensitizers is important. First,
Fe(II)-polypyridines with singlet ground states absorb visible
light with a greater intensity than complexes with the high-spin
ground states.15 Second, the ability to tune the ligand field
strength of Fe(II)-polypyridines, and thus the energy ordering
of various electronic states, may be important for slowing the
rates of the ultrafast ISC events in these complexes.24,25

Reiher et al. suggested a reparametrization of B3LYP26−29

resulting in the B3LYP* functional with reduced admixture of
the HF exchange.23 The B3LYP* functional has been
successfully used in numerous studies on Fe(II) com-
plexes.22,24,30 Unfortunately, the admixture of the HF exchange

Figure 1. Calculated energy differences between singlet and quintet
electronic states, ΔEHS/LS, for [Fe(bpy)2(NCS)2)] spin-crossover
complex versus the fraction of exact exchange in the functional (c1).
Reproduced from ref 18. Copyright 2012 American Chemical Society.
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in the hybrid functional strongly depends on the first row
transition metal complex investigated, and it is difficult to know
a priori the ideal value for this parameter.
While the exact determination of high-spin vs low-spin

energy differences with DFT still remains a challenge, it is at
least possible to qualitatively predict the effect of ligand
substitutions on the spin transition behavior for a set of
structurally related complexes.31 But, how does one determine
whether the complexes are structurally related to each other?
We have recently demonstrated that structurally related
complexes can be defined as pseudo-octahedral complexes
that undergo similar distortion in the metal−ligand coordina-
tion environment between the high-spin and low-spin states.18

Complexes with comparable average change in the metal−
ligand bond lengths between the high- and low-spin structures
(avg. ΔRHS/LS) display a very similar dependence of ΔEHS/LS on
the fraction of exact exchange admixture in the DFT functional
(see Figure 2). This means that while the actual calculated high-

spin/low-spin energy differences vary substantially, relative
energy ordering of the calculated ΔEHS/LS in a series of
structurally related complexes remains nearly constant across a
range of exact exchange admixture in the DFT functional (see
Figure 3). Therefore, one can determine the ground state of
any octahedral first-row transition metal complex by compar-
ison to a structurally related complex with known, exper-

imentally determined ground state. This approach also enables
one to obtain reliable trends in the energy differences of
electronic states with different spin multiplicities, for example,
when attempting to determine influence of structure on ligand
field strength in a series of complexes.
An important point about utilizing the approach described in

ref 18 is the need for a benchmark that can serve as a
calibration point for comparison of the results obtained from
DFT calculations. At minimum, one needs to know the
electronic ground state for the benchmark complex; ideally
ΔEHS/LS or an experimental spin crossover temperature will be
known as well. This benchmark can either be experimental (i.e.,
the set of structurally related complexes will include at least one
with experimentally known ground state) or come from higher-
level electronic structure calculations. At present, only
CASPT230,32 or DMRG33 approaches can reliably determine
energy differences between the high-spin and low-spin states in
the first row transition metal complexes. While these
methodologies are computationally expensive, they are ideal
for benchmarking purposes.32,34 Since the relative energy
ordering of the calculated ΔEHS/LS in a series of structurally
related complexes with respect to the benchmark (i.e.,
ΔEHS/LS

benchmark − ΔEHS/LS) remains nearly constant across a
range of exact exchange admixture in the DFT functional (see
Figure 3), any local or a hybrid DFT functional can be
employed in the calculations. One simply needs to obtain the
ΔEHS/LS for the complexes of interest and compare them
against the ΔEHS/LSbenchmark of the benchmark complex. An example
of a successful application of this approach to determination of
ligand field strength for a series of cyclometalated Fe(II)
complexes can be found in ref 35.

2.2. Band Selective Sensitization in
Fe(II)-Polypyridine−TiO2 Assemblies

An interesting aspect of Fe(II)-polypyridine chromophores is
the unique way in which they sensitize TiO2. This “band
selective” sensitization behavior was first observed in [Fe(bpy-
dca)2(CN)2]−TiO2 assembly by Ferrere and Gregg, in which
the [Fe(bpy)2(CN)2] chromophore effectively sensitizes the
TiO2 semiconductor only from one of its two absorption bands
in the visible region.11 In contrast to this, the quantum yield for
electron injection from the excited Ru(II)-polypyridine dyes
into the TiO2 conduction band is near unity, irrespective of
their excitation wavelength.36

At the time of its discovery, the origin of the band selective
sensitization phenomenon observed in [Fe(bpy-dca)2(CN)2]−
TiO2 was unknown. We have selected [Fe(bpy-dca)2(CN)2]−
TiO2 assembly as a starting point for our computational studies
of iron-based sensitizers due to both the availability of
experimental data in the literature and unanswered questions
about its properties.37,38 Our chosen computational protocol
for studies of this and similar systems originates in the work of
Batista and co-workers39,40 and consists of the following steps:
First, the absorption spectra of isolated dyes in solution are
calculated by means of the DFT and TD-DFT approaches.
Analysis of the calculated UV−vis absorption spectra provides
us with the information on the character of the relevant excited
states (metal centered, metal-to-ligand charge transfer, etc.)
that serve as initial states for the IET between the excited dye
and the semiconductor. Second, dye−TiO2 nanoparticle
models are created that are then employed in the quantum
dynamics simulations of the IET. Since the dye−TiO2 models
contain over 900 atoms, extended Hückel (EH) rather than

Figure 2. Average change in metal−ligand bond lengths (ΔR = RHS −
RLS) versus the change in ΔEHS/LS with respect to exact exchange for a
collection of Fe, Co, and Mn complexes. Reproduced from ref 18.
Copyright 2012 American Chemical Society.

Figure 3. ΔEHS/LS versus exact exchange in B3LYP functional for a set
of structurally related complexes (circled in Figure 2). Reproduced
from ref 18. Copyright 2012 American Chemical Society.
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Kohn−Sham Hamiltonian is utilized in all quantum dynamics
simulations. The initial wavepacket for the IET simulations is
constructed by placing the excited electron into a virtual orbital
on the dye (e.g., LUMO, LUMO+1) obtained from EH
calculations that are matched to the relevant KS orbitals
obtained from the DFT and TD-DFT calculations. In the case
studies described here, the original Hoffmann Hückel
parameter set was used in the EH calculations.41,42 Note that
if the EH calculations do not provide satisfactory match to the
results obtained with DFT, reparametrization would be
required. Finally, the rate of the IET in these systems is
obtained via an exponential fit to the survival probability
obtained in the course of the IET simulation, which describes
the probability that the wavepacket is localized on the dye.
Several other methodologies are available for computational

studies of IET in dye−TiO2 assemblies. These include
nonadiabatic molecular dynamics, real-time TD-DFT,
Newns−Anderson type approaches, and nonequilibrium
Green’s function methods (see refs 43 and 44 and references
therein). The approach employed in our work has been
thoroughly tested for IET simulations in dye−TiO2 assem-
blies.39,40,45,46 Despite the simplifications, such as neglect of
vibrational relaxation and electron−hole coupling, it is capable
of describing short-term dynamics in a reliable manner.47

Experimental evidence also suggests that IET in Fe(II)-
polypyridine−TiO2 assemblies occurs on a subpicosecond
time scale, prior to vibrational relaxation.7

Figure 4 shows the absorption spectrum for the isolated
[Fe(bpy-dca)2(CN)2] in acetonitrile. In accordance with the
experiment,11 this dye displays two absorption bands in the
visible region. Most of the excitations can be assigned as MLCT
transitions. The excitations in the lower energy band, “Band 1”,
promote the electron into LUMO, LUMO+1, or a combination
of the two orbitals, while the excitations in higher energy band,
“Band 2”, promote the electron into LUMO+2−LUMO+4
(MLCT transition) or to LUMO+12 (MC transitions). The
initial wavepacket for the IET simulations in [Fe(bpy-
dca)2(CN)2]−TiO2 assemblies is thus created by placing an
electron into one of these virtual orbitals. Nodal structures of
LUMO−LUMO+4 and LUMO+12 orbitals obtained at both
KS and EH level of theory are shown in Figure 4.
Example [Fe(bpy-dca)2(CN)2]−TiO2 nanoparticle models

used in the IET simulations are shown in Figure 5. In the case
studies reported here, only the (101) surface of TiO2 anatase
was considered, because it is the most thermodynamically
stable facet and phase of TiO2 nanoparticles.

48 In general, it is
necessary to consider multiple linker−nanoparticle surface
binding modes. For carboxylic acid linker, previous computa-
tional and experimental studies suggest that both monodentate
and bidentate binding modes are stable on the (101) TiO2
anatase surface.49,50 Additionally, there are two nonequivalent
orientations of the [Fe(bpy-dca)2(CN)2] dye on the TiO2
surface, labeled as “bpy parallel” and “bpy perpendicular” based
on the orientation of one of the bpy groups with respect to the
surface (see Figure 5). Attachment of the chromophore via the
nitrogen atom of the cyanide group was also considered for
completeness, although experimental evidence suggests that
[Fe(bpy-dca)2(CN)2] preferentially binds to the TiO2 surface
through the carboxylic acid linker.12

Calculated characteristic IET times for various attachment
modes of the [Fe(bpy-dca)2(CN)2] on the (101) surface of
TiO2 anatase are shown in Figure 6. Comparison of the
calculated IET characteristic times with the experimentally

determined characteristic time for the 1MLCT → 5MC ISC
process (∼100 fs) suggests that IET from excited states
originating in “Band 1” is not competitive with the ultrafast ISC
process. On the other hand, several initial states populated by
excitations in “Band 2” are capable of undergoing IET at the
sub-100 fs time scale. One would, therefore, expect higher
sensitization efficiency from the higher energy excitations
(Band 2), and a significantly lower efficiency from the “Band 1”
excitations, in accordance with the experimental studies of
Ferrere and co-workers.11

The reason for the low efficiency is revealed by inspection of
the density of states (DOS) in the energy region corresponding
to the conduction band (CB) of the TiO2 semiconductor. The
initial states populated by the “Band 1” excitations, LUMO and
LUMO+1, are located right at the edge of the TiO2 CB, where
a relatively small number of TiO2 acceptor states are available.
This reduces the efficiency of the IET to the point that it is no
longer competitive with the ultrafast ISC in these complexes.
The initial states populated by the “Band 2” excitations
(LUMO+2−LUMO+4, LUMO+15) lie higher in the CB of
TiO2 with a significantly higher DOS of the semiconductor.
These states also possess larger driving force for the IET than
the states located at the CB edge, making them more
competitive with the ultrafast ISC process. Therefore, one
pathway toward the improvement of the Fe(II)-based
sensitizers would be to raise the energies of LUMO and

Figure 4. (top) Simulated absorption spectra for [Fe(bpy-
dca)2(CN)2] in acetonitrile (PCM) at the B3LYP level of theory.
(bottom) Orbital contributions to particle states from Band 1 and 2
transitions (KS orbitals and matched EH orbitals). Reproduced from
ref 37. Copyright 2013 American Chemical Society.
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LUMO+1 in order to improve their alignment with the CB of
TiO2.

2.3. Tuning IET in Dye−Semiconductor Assemblies

The competition between the ultrafast ISC process and IET in
Fe(II)-polypyridine−TiO2 assemblies is clearly the main reason
for the poor performance of Fe(II)-polypyridines as sensitizers.
Based on this, one can think of several ways to improve the
efficiency of these Fe(II)-based sensitizers. These include
speeding up the IET, slowing down the ISC, or completely
eliminating the ISC in these systems. Various research groups
have taken different approaches to this problem, mostly
focusing on slowing down the ISC from the MLCT states by
increasing the ligand field strength of Fe(II)-polypyridine
complexes.24,25,51,52 We have chosen to focus on finding ways
to speed up the IET, so it becomes more competitive with the
ISC process.53

A logical route to improving the rate of IET is by increasing
the electronic coupling between the excited sensitizer donor
states and the semiconductor acceptor states. Because the
sensitizer is covalently bound to the surface of TiO2 by a linker
group, such as carboxylic acid, one would expect that the
chemical structure of the linker would have a significant impact
on the electronic coupling between the excited sensitizer and
the semiconductor. Thus, we have chosen five different linker
groups commonly used to attach various dyes to TiO2

3,45,46 to

investigate how they impact the IET rate in [Fe(bpy-

L)2(CN)2]−TiO2 assemblies (L = linker, see Figure 7).53

Our studies on a set of five different [Fe(bpy-L)2(CN)2]−
TiO2 assemblies utilized the computational protocol described

Figure 5. Example “bpy parallel” and “bpy perpendicular” orientations of Fe(bpy-dca)2(CN)2 on TiO2. Reproduced from ref 37. Copyright 2013
American Chemical Society.

Figure 6. (left) Characteristic IET times for relevant particle states of [Fe(bpy-dca)2(CN)2] attached to TiO2. Red line at 100 fs represents
characteristic ISC time for 1MLCT → 5MC. (right) Energy levels of isolated [Fe(bpy-dca)2(CN)2] chromophore and DOS (blue) and projected
DOS (black) for the [Fe(bpy-dca)2(CN)2]−TiO2 assembly calculated at the EH level of theory. Reproduced from refs 37 and 38. Copyright 2013
American Chemical Society.

Figure 7. [Fe(bpy)2(CN)2] functionalized with various linkers as
shown. For catechol, the substitutions were performed independently
at either the 4 or 4′ positions.
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in section 2.2. Additionally, we have developed a model for
calculation of theoretical internal quantum efficiencies (TIQEs)
in dye−semiconductor assemblies that combines the results of
TD-DFT calculations with quantum dynamics simulations.
Each transition at a particular wavelength of visible light (λ) is
analyzed with the help of TD-DFT calculations in order to
determine the composition of the particle states φ in terms of
the virtual molecular orbitals ϕi:

∑φ ϕ= c
i

i i

Based on this, survival probability at λ, P(λ), is constructed as
a linear combination of survival probabilities obtained from QD
simulations utilizing the relevant initial states,

∑λ ϕ= =
∑

P t N c P t N
c

( , ) ( , ),
1

i
i i

i i

2
2

where P(ϕi,t) is the survival probability obtained from the QD
simulations utilizing ϕi as the initial wavepacket. The rate of the
IET at a wavelength λ is then obtained as

∫
∫

λ τ λ
λ

λ
= =−

∞

∞
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1

Finally, the TIQE at a particular wavelength λ is approximated
as

λ
λ

λ
∝

+
k

k k
TIQE( )

( )
( )

IET

IET ISC

where the rate of the ISC, kISC, is set to (100 fs)
−1 based on the

experimental value determined for [Fe(tren(py)3)]
2+ and

[Fe(bpy)3]
2+ complexes , c losely re lated to [Fe-

(bpy)2(CN)2].
7,17 Since the identity of the linker group is

not expected to significantly influence the ligand field strength
of the complex, the ISC rate is assumed to be the same for all
[Fe(bpy-L)2(CN)2] dyes investigated.
The calculation of theoretical internal quantum efficiency is

highly desirable for two reasons: (1) it provides us with a direct
comparison between the sensitization capabilities of different
complexes and (2) internal quantum efficiency measurements
are some of the most frequently utilized and published
measures for judging the capabilities of constructed DSSC
devices. Although our model provides only a simplistic view of
dye−semiconductor assemblies (for example, it lacks explicit
solvent and neglects the sensitizer−electrolyte or sensitizer−
sensitizer interactions), we find that it is sufficient to describe
qualitatively important features of Fe(II)-polypyridine sensi-
tized TiO2.
The calculated TIQEs at the discrete excitation energies for

all [Fe(bpy-L)2(CN)2] dyes investigated are plotted along with
their simulated absorption spectra in Figure 8. Based on these
results, we can rank the linkers according to their capability to
facilitate the IET transfer as follows: phosphonic acid <
acetylacetonate < catechol < carboxylic acid < hydroxamate.
Interestingly, our model predicts band-selective sensitization for
all linkers investigated. Note that the [Fe(bpy-L)2(CN)2]−
TiO2 assemblies with phosphonic and carboxylic acid linkers
were prepared previously by Ferrere and co-workers.9 In
accordance with their results, our computational studies show
greater IET efficiency in the [Fe(bpy-dca)2(CN)2]−TiO2
assemblies as well as the band-selective sensitization in

assemblies containing both carboxylic and phosphonic acid
linkers. More importantly, we suggest that hydroxamate and
catechol linkers might serve as good alternatives to the more
commonly used carboxylic acid linker.
2.4. Criteria for Efficient IET in Fe(II)-Polypyridine−TiO2
Assemblies

Computational studies described above elucidate the band-
selective sensitization in Fe(II)-polypyridine−TiO2 assemblies
and suggest that the efficiency of the IET in these systems can
be increased by a judicious choice of surface anchoring groups.
Additionally, they provide us with more general insights into
the IET processes in dye−nanoparticle assemblies, giving us a
roadmap to rapid screening for efficient dyes using simple
criteria, such as the percent of electron density on the linker.
There are three important conditions that influence the IET

efficiency in dye−semiconductor assemblies in general: (1)
driving force for the IET, which depends on the energy
difference between the donor state of the dye and the edge of
the CB of the semiconductor (ΔED−CB), (2) density of
semiconductor acceptor states (ρaccept.), and (3) electronic
coupling, or orbital overlap, between the donor states of the
dye and the acceptor states of the semiconductor.3,54,55 All
three of these criteria have to be satisfied simultaneously in
order to achieve IET with the characteristic time less than 100
fs. For example, all initially excited states in [Fe(bpy)2(CN)2]−
TiO2 assemblies with the hydroxamate linker possess adequate
driving force and are localized in the energy region with
sufficient density of semiconductor states. Therefore, the rate of
the IET in these systems is directly proportional (with a
coefficient of determination of 0.93) to the orbital overlap
between the initial dye-localized states and the semiconductor
acceptor states, which is governed by the percent of electron
density on the hydroxamate linker (see Figure 9).
The relationship between the percent of electron density on

the linker and the rate of the IET is not as straightforward in
case of the carboxylic acid linker. First, there are several states
with approximately 3−11% of electron density on the linker

Figure 8. Idealized TIQEs (bars) for dye−TiO2 assemblies with
different linker groups, along with the absorption spectra (lines) of the
molecular chromophores. τISC was set to 100 fs. Reproduced from ref
53. Copyright 2015 IOP Publishing. Reproduced by permission of IOP
Publishing. All rights reserved.

Accounts of Chemical Research Article

DOI: 10.1021/ar500428t
Acc. Chem. Res. 2015, 48, 1441−1449

1446

http://dx.doi.org/10.1021/ar500428t


that show much poorer IET rates than expected based on the
electronic coupling alone (see states in a box in Figure 9).
These states correspond to the LUMO and LUMO+1 of the
[Fe(bpy-dca)2(CN)2] complex that are not aligned well with
the CB of TiO2 (also see Figure 6).
The LUMO+2 initial state (shown in circles in Figure 9) is

another interesting case. It is characterized by substantial
electron density (∼18−19%) on the carboxylic acid linker in
both monodentate and bidentate attachment modes. The IET
in [Fe(bpy-dca)2(CN)2]−TiO2 assembly with a monodentate
binding mode is, however, 1−2 orders of magnitude faster than
in the assembly with a bidentate binding mode. Since the
LUMO+2 donor states in both assemblies have almost same
energy, the driving force and the density of acceptor states
should be virtually identical for both. Inspection of the electron
density over the course of simulation reveals that the
differences between the IET rates are due to the differences
in the speed of delocalization of the injected charge into the
TiO2 bulk. Anisotropy in the charge delocalization along
different directions on the TiO2 surface was observed in
previous computational studies of dye−nanoparticle assem-
blies.39

Similar analysis can be done for all other dye−semiconductor
assemblies with different linkers, yielding analogous results.
Overall, the percent of electron density on the linker is a very
strong predictor of the IET efficiency, but only if the other two
criteria (adequate driving force and substantial density of
acceptor states at the donor energy level) are satisfied as well.
Information about the driving force and the density of acceptor
states can be easily obtained from the DOS plots similar to that
shown in Figure 6. The percent of electron density on the
linker can be calculated from a population analysis. Therefore,
qualitative insights into the IET in dye−semiconductor
assemblies can be gained just by inspection of quantities easily
acquired from the ground state electronic structure calculations,
which should allow for quick screening of a large number of
potential dyes and not only those based on Fe(II)-
polypyridines. Note that this approach is more suited for
screening out inefficient sensitizers than for the identification of
ideal ones and should be followed by TD-DFT and IET studies
of selected target compounds to confirm efficient sensitization.

3. SUMMARY
Over the past few years, we have established a computational
strategy to investigate sensitization capabilities of Fe(II)-
polypyridines employing DFT, TD-DFT, and quantum
dynamics simulations.18,35,37,38,53 Overall, DFT is a suitable
tool for studies of Fe(II) complexes. Careful benchmarking of
DFT against experimental data or higher-level ab initio
calculations is necessary to obtain reliable information about
the energy ordering of electronic states with different spin
multiplicities.
Time-dependent DFT has also proved useful for calculations

of excited state properties in Fe(II)-polypyridines. Along with
the quantum dynamics simulations of the IET processes, it
enabled us to explain band selective sensitization in [Fe(bpy-
dca)2(CN)2]−TiO2 assemblies and evaluate the impact of the
sensitizer anchoring groups on the IET rates and internal
quantum efficiencies.
Interestingly, insights into the IET in dye−semiconductor

assemblies can be obtained from ground state electronic
structure calculations alone. As is often the case with theoretical
approaches, the trends obtained from the currently available
computational models are more reliable than the actual
calculated rates. Therefore, these models are utilized best as
tools for systematic studies of a set of related complexes. The
constant interplay between the theory and experiment is
crucially important to further improve the current computa-
tional models and approaches. Finally, while our focus over the
past few years has been exclusively on Fe(II)-polypyridines, the
computational strategies outlined in this Account are applicable
to a wide variety of sensitizers.
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